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Typical question (informally):
How large/dense/frequent can $X$ be if it avoids $Y$?
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How many edges can a graph of $n$ vertices have if it avoids $k$-cliques?

Answer: At most $\left(1 - \frac{1}{k} - \frac{1}{k^2}\right)n^2$. [Turán, 1941]
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$\text{ex}(P, n)$ also characterized for many other patterns:

→ can be

\[
\begin{aligned}
& n \\
& n \cdot \text{polylog}(n) \\
& n \cdot 2^{\alpha(n)} \\
& n^{1+\varepsilon} \\
& \ldots
\end{aligned}
\]
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→ Collection of disjoint sets:

$\text{find}(x)$: return set containing $x$
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**Example: Union-Find with path compression** [Pettie, 2010]
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make the root of one tree the child of the other (arbitrarily)
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**union**$(B, C)$:
make the root of one tree the child of the other (arbitrarily)
**Example: Union-Find with path compression** [Pettie, 2010]

\[ \textbf{find}(x): \]
compress path from \( x \) to root

\[
\text{BuC}
\]
**Example: Union-Find with path compression** [Pettie, 2010]

\[ \text{find}(x): \]
compress path from \( x \) to root

![Diagram]

- \( v_0 \)
- \( v_1 \)
- \( v_2 \)
- \( v_3 \)
- \( x \)
Example: Union-Find with path compression [Pettie, 2010]

\textbf{find}(x):

compress path from $x$ to root
What is the (amortized) cost of operations?
→ View operations in single tree $T$
   (suppose all \textbf{unions} done upfront)

→ General path compression:
   $x \rightarrow y$ where $y$ is ancestor of $x$

→ Analyze cost of $n$ general path compressions in $T$
Example: Union-Find with path compression [Pettie, 2010]

→ Encode entire execution as an $n \times n$ matrix $M$
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Example: Union-Find with path compression [Pettie, 2010]

→ Encode entire execution as an $n \times n$ matrix $M$

$M_{xj} = \bullet \iff$ node $x$ touched during $j$-th compression

**Total cost** = number of $\bullet$'s in $M$
Example: Union-Find with path compression [Pettie, 2010]

→ Encode entire execution as an $n \times n$ matrix $M$

Lemma: $M$ avoids $P = \left( \begin{array}{ccc} \bullet & \bullet & \bullet \end{array} \right)$. 
**Lemma:** \( M \) avoids \( P = (\bullet \bullet) \).

**Proof:** suppose not, then \( x \to y \to z \) on a path (because of postorder and as nodes cannot gains ancestors.

After \( i \)-th compress, \( x \) and \( y \) become unrelated, cannot be on \( j \)-th compress path together. \( \square \)
**Example: Union-Find with path compression** [Pettie, 2010]

**Lemma:** $M$ avoids $P = \begin{pmatrix} \bullet \bullet \\ \bullet \bullet \end{pmatrix}$.

**Proof:** suppose not, then $x \rightarrow y \rightarrow z$ on a path (because of postorder and as nodes cannot gain ancestors).

After $i$-th compress, $x$ and $y$ become unrelated, cannot be on $j$-th compress path together. □

\[
\implies \text{Cost} \leq \text{ex} \left( \begin{pmatrix} \bullet \bullet \\ \bullet \bullet \end{pmatrix}, n \right) \\
= n \log_2 n + O(n)
\]

[Tardos, 2005]
**Example: Union-Find with path compression** [Pettie, 2010]

**Lemma:** $M$ avoids $P = (\bullet \bullet \bullet \bullet)$.  

**Proof:** suppose not, then $x \rightarrow y \rightarrow z$ on a path (because of postorder and as nodes cannot gain ancestors).

After $i$-th compress, $x$ and $y$ become unrelated, cannot be on $j$-th compress path together. □

\[
\Rightarrow \text{Cost} \leq \text{ex} \left( \left( \bullet \bullet \bullet \bullet, n \right) \right)
\]

\[
= n \log_2 n + O(n)
\]

[Tardos, 2005]
Algorithm A → encode execution → 0/1 Matrix M

- Show that avoids some pattern P
- Bound on density of M = Bound on cost of A
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Permutation patterns

Permutation $\tau$ contains permutation $\pi$: $\tau$ has a subsequence with the same ordering as $\pi$. (Otherwise $\tau$ avoids $\pi$.)

Example:

3 2 4 5 1 7 8 6 contains 1 2 4 3 because 2 5 7 6 $\sim$ 1 2 4 3 (both are like • • • •)

3 2 4 5 1 7 8 6 contains 1 2 3 4 because 2 4 5 7 $\sim$ 1 2 3 4 (both are like • • • •)

3 2 4 5 1 7 8 6 avoids 4 3 2 1
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The two results:

- At most \((s_\pi)^n\) permutations of length \(n\) that avoid \(\pi\).
  
  [Stanley-Wilf]

- The density of an \(n \times n\) matrix that avoids \(P_\pi\) is at most \(c_\pi \cdot n\).
  
  [Füredi-Hajnal]
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\(\rightarrow\) \(c_\pi\) and \(s_\pi\) are polynomially related
The two results:

- At most \((s_\pi)^n\) permutations of length \(n\) that avoid \(\pi\).
  
  [Stanley-Wilf]

- The density of an \(n \times n\) matrix that avoids \(P_\pi\) is at most \(c_\pi \cdot n\).
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\(\rightarrow\) \(c_\pi\) and \(s_\pi\) are polynomially related
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![Diagram of Splay tree operations](image)

**Abb. 95. 4 Schütte-Operationen.**

[K. Mehlhorn: Data structures and algorithms (German ed. 1986)]
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**access sequence** $X$
eq 4, 5, 6, 1, 2, 3
→ point set $X$

**dynamic BST** serving $X$
→ point set $Y \supseteq X$

nodes touched by pointer

moves and rotations

$Y$ is a BST execution of $X$ $\iff$ $Y$ is a satisfied superset of $X$

no $a, b \in Y$ form an empty rectangle
access sequence $X$
eq 4, 5, 6, 1, 2, 3
→ point set $X$

dynamic BST serving $X$
→ point set $Y \supseteq X$
↑

nodes touched by pointer
moves and rotations

$Y$ is a BST execution of $X$ \iff $Y$ is a satisfied superset of $X$

no $a, b \in Y$ form an empty rectangle

\[ \begin{array}{ccc}
\text{a} & \text{X} & \text{b} \\
\text{b} & \text{a} & \text{X} \\
\text{a} & \text{X} & \text{b} \\
\text{b} & \text{a} & \text{X}
\end{array} \]
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Suggests a natural algorithm:
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Suggests a natural algorithm:

Geometric sweepline bottom-up.

Can be implemented as a BST, similar to splay trees.

This describes an insertion-sort execution.

**Task:** Bound the cost
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Follows from sweepline.
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- O($n$) can be shown, e.g., for $\pi = k, \ldots, 1$. 
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**Encode execution as a matrix**
- $\bullet =$ input sequence (avoids $\pi$)
- $\cdot =$ data structure operations
number of points ($\bullet + \cdot$) = total cost

**Key Lemma**
Follows from sweepline.
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\cdot \\
\cdot \\
\cdot \\
\cdot
\end{bmatrix}$$
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Encode execution as a matrix

- = input sequence (avoids \( \pi \))
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number of points (● + ●) = total cost

Key Lemma

Follows from sweepline.

\[
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\bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\end{bmatrix}
\]

→ for various special cases \( O(n) \) can be shown, e.g., for \( \pi = k, \ldots, 1 \).
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• = input sequence (avoids $\pi$)
• = data structure operations
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Key Lemma
Follows from sweepline.

→ input-revealing gadget
Encode execution as a matrix

- input sequence (avoids $\pi$)
- data structure operations

number of points ($\bullet + \bullet$) = total cost

Key Lemma

Follows from sweepline.

$\rightarrow$ input-revealing gadget
Encode execution as a matrix
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• = data structure operations
number of points ($\bullet + \bullet$) = total cost

Key Lemma
Follows from sweepline.

→ input-revealing gadget
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number of points (• + •) = total cost

Key Lemma
Follows from sweepline.
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Encode execution as a matrix

- = input sequence (avoids $\pi$)
- = data structure operations

Number of points ($\bullet + \bullet$) = total cost

Key Lemma

Follows from sweepline.

\[
\text{input } X \text{ avoids } \left( \begin{array}{c} \bullet \\ \bullet \\ \bullet \end{array} \right) \\
\implies \text{execution avoids } \left( \begin{array}{c} \bullet \\ \bullet \\ \bullet \\ \bullet \\ \bullet \end{array} \right) \\
\implies \text{cost of sorting } X \text{ is } \leq n \cdot 2^{\text{poly}(\alpha(n))} \quad [\text{CGKMS'15}]
\]
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Key Lemma
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input $X$ avoids $\pi$
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$\Longrightarrow$ cost of sorting $X$ is $n \cdot 2^{\alpha(n)O(|\pi|)}$ [CGKMS’15]
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Encode execution as a matrix
• = input sequence (avoids \( \pi \))
• = data structure operations
number of points \((\bullet + \bullet)\) = total cost

Key Lemma
Follows from sweepline.

input \(X\) avoids \(\pi\)
\[ \implies \text{execution avoids } \pi \otimes (\bullet \bullet \bullet) \]
\[ \implies \text{cost of sorting } X \text{ is } n \cdot 2^{\alpha(n)O(|\pi|)} \quad \text{[CGKMS'15]} \]
using [Klazar '00] [Keszegh '09]

→ for various special cases \(O(n)\) can be shown, e.g., for \(\pi = k, \ldots, 1\).
Remarks:

Result obtained via general-purpose BST; pattern-avoidance only used in the analysis.

Can also do it via selection-sort with an adaptive heap.

Result relies on extremal function $\text{ex}(\pi \otimes (\ldots \ldots \ldots), n)$.

Recent improvement:

$n \cdot 2^\alpha(n) \rightarrow n \cdot 2^\alpha(n) + O(|\pi|^2)$ (tight)
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Remarks:

- Result obtained via general-purpose BST;
  pattern-avoidance only used in the analysis

- Can also do it via selection-sort with an adaptive heap [KS’18]
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[Chalermsook, Pettie, Ying.’23]
Remarks:

- Result obtained via general-purpose BST;
  pattern-avoidance only used in the analysis

- Can also do it via selection-sort with an adaptive heap [KS’18]

- Result relies on extremal function $\text{ex}(\pi \otimes (\cdot \cdot \cdot), n)$

**Recent improvement:** $n \cdot 2^{\alpha(n)O(|\pi|)} \rightarrow n \cdot 2^{\alpha(n)+O(|\pi|^2)}$ (tight)

[Chalermsook, Pettie, Ying.’23]
Remarks:

- Result obtained via general-purpose BST; pattern-avoidance only used in the analysis
- Can also do it via selection-sort with an adaptive heap [KS’18]
- Result relies on extremal function $\text{ex} \left( \pi \otimes \left( \bullet \cdot \bullet \right), n \right)$

**Recent improvement:** $n \cdot 2^{\alpha(n)O(|\pi|)} \rightarrow n \cdot 2^{\alpha(n)+O(|\pi|^2)}$ (tight) [Chalermsook, Pettie, Ying.’23]

**Can we get to $O(n)$?**
Remarks:

- Result obtained via general-purpose BST;
  pattern-avoidance only used in the analysis

- Can also do it via selection-sort with an adaptive heap [KS’18]

- Result relies on extremal function $\text{ex} \left( \pi \otimes (\cdot \cdot \cdot), n \right)$

  **Recent improvement:** $n \cdot 2^\alpha(n)O(|\pi|) \rightarrow n \cdot 2^\alpha(n)+O(|\pi|^2)$ (tight)
  [Chalermsook, Pettie, Ying.’23]

  **Can we get to $O(n)$?** yes: [BKO’24] [Opler’24+]
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Example: TSP

Given $n$ points in $[0, 1]^2$ avoiding $\pi$, find TSP-tour of min length.

Consider $\sqrt{n} \times \sqrt{n}$ grid. Only $c_\pi \cdot \sqrt{n}$ cells touched. (by [Marcus-Tardos])

Cost $f(n) \leq (\text{tour between cells}) + (\text{tours within cells})$.

$$f(n) \leq f(c_\pi \cdot \sqrt{n}) + c_\pi \cdot f(\sqrt{n}/c_\pi)$$

$$\leq (\log n)^O(\log c_\pi) \ll \sqrt{n}.$$

[BKO'24]
Example: TSP

Given $n$ points in $[0, 1]^2$ avoiding $\pi$, find TSP-tour of min length.

Consider $\sqrt{n} \times \sqrt{n}$ grid. Only $c_\pi \cdot \sqrt{n}$ cells touched. (by [Marcus-Tardos])

Cost $f(n) \leq$ (tour between cells) + (tours within cells).

$$f(n) \leq f(c_\pi \cdot \sqrt{n}) + c_\pi \cdot f(\sqrt{n}/c_\pi)$$
$$\leq (\log n)^O(\log c_\pi) \ll \sqrt{n}. \quad [BKO'24]$$

$\rightarrow$ with more work, we can reduce to $O(c_\pi \cdot \log n)$. 
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$\implies$ twin-width$(X) \leq c_\pi \iff X$ has a $c_\pi$-wide merge-sequence

[Guillemot, Marx '14]
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$X$ is $\pi$-avoiding

\[ \implies \text{twin-width}(X) \leq c\pi \iff X \text{ has a } c\pi \text{-wide merge-sequence} \]

[Guillemot, Marx ’14]

\[ \rightarrow \text{Can use merge-sequence to construct } O_\pi(\log n) \text{ cost TSP tour.} \quad [\text{BKO '24}] \]

\[ \rightarrow \text{Can use merge-sequence to construct } O_\pi(n) \text{ cost BST execution.} \quad [\text{BKO '24}] \]
$X$ is $\pi$-avoiding

$$\implies \text{twin-width}(X) \leq c_\pi \iff X \text{ has a } c_\pi\text{-wide merge-sequence}$$

[Guillemot, Marx ’14]

→ Can use merge-sequence to construct $O_\pi(\log n)$ cost TSP tour. [BKO ’24]

→ Can use merge-sequence to construct $O_\pi(n)$ cost BST execution. [BKO ’24]
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Two rectangles/points **see each other** if their projections on the x- or y-axis overlap.
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A merge sequence is **$d$-wide** if each of its rectangle families is $d$-wide.
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\( \rightarrow \) Can use merge-sequence to construct \( O_\pi(\log n) \) cost TSP tour.  

[BKÖ '24]

\( \rightarrow \) Can use merge-sequence to construct \( O_\pi(n) \) cost BST execution.  

[BKÖ '24]

\( \implies \) Sorting can be implemented by \( O(n) \)-cost insertion-sort in BST...

...but this is computed offline in \( O(n \log n) \) time, so no \( O(n) \)-time sort yet.

\( \implies \) Splay tree achieves \( O(n) \)-time sorting assuming dynamic optimality conjecture

Very recent: \( O(n) \)-time sort of pattern-avoiding input via careful mergesort + forbidden submatrix analysis.  

[Opler '24+].
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Claim:
(a) Result is arborally satisfied
(b) # of added points is $O(d^2 \cdot n)$ (proof now)
Claim: In every step, we add $O(d^2)$ points.
Claim: In every step, we add $O(d^2)$ points.

Proof idea: Rectangle sees $\leq d$ other rectangles/points

\[ \implies \leq 4d \text{ grid lines} \]
**Claim:** In every step, we add $O(d^2)$ points.

**Proof idea:** Rectangle sees $\leq d$ other rectangles/points

$\implies \leq 4d$ grid lines

**Conclusion:** The optimum for every input sequence of twin-width $d$ is $O(d^2 \cdot n)$.

$\implies$ The optimum for every $\pi$-avoiding input sequence is $O(c_\pi^2 \cdot n)$. 
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\[
\text{Length: } \sum_{i=1}^{n-1} \frac{1}{n-i} \approx \log n
\]